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Abstract. For a finite subgroup Γ ⊂ SL(2,C), we identify fine moduli spaces of certain
cornered quiver algebras, defined in earlier work, with orbifold Quot schemes for the Kleinian
orbifold

[
C2/Γ

]
. We also describe the reduced schemes underlying these Quot schemes as

Nakajima quiver varieties for the framed McKay quiver of Γ, taken at specific non-generic
stability parameters. These schemes are therefore irreducible, normal and admit symplectic
resolutions. Our results generalise our work [Algebr. Geom. 8 (2021), 680–704] on the
Hilbert scheme of points on C2/Γ; we present arguments that completely bypass the ADE
classification.
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1 Introduction

Let Γ ⊂ SL(2,C) be a finite subgroup and let Hilbn
(
C2/Γ

)
denote the Hilbert scheme of n

points on the singular surface C2/Γ, parametrising ideals of colength n in the coordinate ring
C[x, y]Γ of C2/Γ. In an earlier paper [7], we proved that (the reduced scheme underlying) this
scheme is irreducible, normal, and admits a unique projective symplectic resolution

πn : nΓ- Hilb
(
C2

)
−→ Hilbn

(
C2/Γ

)
red
,

where nΓ- Hilb
(
C2

)
is a certain component of the Γ-fixed locus Hilb

(
C2

)Γ
on the Hilbert scheme

of points on C2 itself. It was well known that nΓ- Hilb
(
C2

)
is a quiver variety Mθ(1, nδ)

associated to the framed McKay quiver of Γ, where θ is generic in a GIT chamber C+
nδ and

where the dimension vector on the McKay quiver is taken as a multiple of a fixed vector δ. In [7,
Theorem 1.1] we reconstructed the morphism πn by variation of GIT quotient for quiver varieties;
specifically, we identified a parameter θ0 in the boundary of the chamber C+

nδ such that πn is
the morphism from Mθ(1, nδ) to Mθ0(1, nδ). This allowed us to interpret by variation of GIT
quotient all possible ways in which πn can be factored as a sequence of primitive contractions.

To prove these results in [7], we introduced a family of algebras AI obtained by ‘cornering’,
each indexed by a non-empty subset I of the set of irreducible representations of Γ. We showed
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that the fine moduli spaces of modules MAI
(1, nδI) for these algebras with very specific dimen-

sion vectors are isomorphic to the quiver varieties mentioned above. Moreover, for I consisting
of the trivial representation only, we recovered the space Hilbn

(
C2/Γ

)
.

In this paper, we have three main goals. First, we aim to understand better the moduli
spaces MAI

, constructing them as a kind of Quot scheme that is both natural and geometric.
Second, with applications in mind, we consider arbitrary dimension vectors, not just multiples
of some set of fixed dimension vectors as above. One interpretation of our results is a new fine
moduli space structure, as well as a (noncommutative) geometric interpretation, of a large class
of Nakajima quiver varieties for certain non-generic stability parameters. Our third and final
goal is to provide proofs that completely bypass any case-by-case analysis of ADE diagrams.

To state our main result, let r denote the number of nontrivial irreducible representations of Γ.
For any non-empty subset I ⊆ {0, 1, . . . , r}, let MθI (1, v) denote the Nakajima quiver variety
associated to the affine ADE graph for some dimension vector (1, v), where θI is a specific
stability condition determined by our choice of I; see (5.1) for the definition.

Theorem 1.1. Let I ⊆ {0, . . . , r} be a non-empty subset and let nI ∈ NI be a vector. There is
an orbifold Quot scheme QuotnI

I

([
C2/Γ

])
such that:

1) there is an isomorphism QuotnI
I

([
C2/Γ

]) ∼= MAI
(1, nI) to a fine moduli space associated

to the algebra AI obtained by cornering;

2) when I is a singleton corresponding to a one-dimensional representation of Γ, the orbifold
Quot scheme is isomorphic to a classical Quot scheme for C2/Γ;

3) the orbifold Quot scheme is non-empty if and only if the quiver variety MθI (1, v) is non-
empty for some vector v ∈ Nr+1 satisfying vi = ni for all i ∈ I, in which case, after
changing the values of vk for k ̸∈ I if necessary, we have

QuotnI
I

([
C2/Γ

])
red

∼= MθI (1, v),

where on the left we take QuotnI
I

([
C2/Γ

])
with the reduced scheme structure.

In particular, when it is non-empty, QuotnI
I

([
C2/Γ

])
red

is irreducible, normal, and it has sym-
plectic, hence rational Gorenstein, singularities. Moreover, it admits at least one projective
symplectic resolution.

Remark 1.2. Fix the dimension vector v = nδ that we refer to in our opening paragraph.

1. For I = {0}, the statement of Theorem 1.1 specialises to [7, Theorem 1.1]. Indeed, the
classical Quot scheme from Theorem 1.1(2) specialises to the Hilbert scheme in this case
by Example 3.6, and the isomorphism from Theorem 1.1(3) constructs Hilb[n]

(
C2/Γ

)
red

as
a quiver variety by Example 6.3 and Theorem 6.9. Moreover, the polarising ample bundle
on MθI (1, v) lies in an extremal ray of the movable cone described in [3], so it admits
a unique projective symplectic resolution. In fact, our arguments here reprove the main
result of [7] without having to resort to any case-by-case analysis of ADE diagrams.

2. For I = {1, . . . , r}, the stability condition θI lies in the relative interior of a wall of
the chamber C+

nδ. It follows from [3, Theorem 1.2] that the polarising ample bundle on
MθI (1, v) lies in the interior of the movable cone, so MθI (1, v) admits more than one (in
fact, precisely two) projective crepant resolutions.

Thus, while the projective symplectic resolution is unique in [7, Theorem 1.1], it is not possible
to assert uniqueness in Theorem 1.1 above.
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While some of our arguments follow [7] closely, we introduce Quot schemes in a general
noncommutative context, establishing a basic representability result in Proposition 3.1 that
may be of broader interest. Furthermore, while the morphism

Mθ(1, v) −→ MθI (1, v)

induced by varying a generic stability condition θ to a special one θI is always surjective for the
dimension vector v = nδ relevant to the case Hilbn

(
C2/Γ

)
discussed above, the same is not true

in general. Instead, one has to correct v to obtain a surjective morphism of quiver varieties.
The main application of this paper will be in studying generating functions attached to

these moduli spaces, following [12, 13]. In forthcoming work, various generating functions of
Euler numbers of Hilbert and Quot schemes for ADE singularities and orbifolds will be studied,
demonstrating specialisation phenomena also on the level of these generating series. A poset
of Quot schemes corresponding to the poset of subsets of {0, . . . , r}, generalising that of [7,
Section 5], will play an important role in that study. As in [12, 13], it will be essential that we
work with arbitrary dimension vectors, not just multiples of δ.

The structure of the paper is as follows. In Section 2 we collect the necessary preliminaries
on semi-invariants of finite group actions and the McKay correspondence. In Section 3, we
define Quot schemes for Kleinian orbifolds and discuss some of their properties. In Section 4,
we introduce the algebras AI and the associated fine moduli spaces, and we identify these
moduli spaces with Quot schemes for Kleinian orbifolds. In Section 5, we obtain a resolution
of singularities for the quiver varieties of interest. Finally, in Section 6 we establish the key
isomorphism from Theorem 1.1(3).

Conventions. We work throughout over C. In particular, all schemes are C-schemes and all
tensor products are taken over C unless otherwise indicated. We often use the following partial
order on dimension vectors: for any n ∈ N and for u = (ui), v = (vi) ∈ Zn, we define u ≤ v
if ui ≤ vi for all 1 ≤ i ≤ n. We adopt the sign convention of King [15] for θ-stability, so
a module M over an algebra is θ-stable (resp. θ-semistable) if θ(M) = 0 and every nonzero
proper submodule N ⊊M satisfies θ(N) > 0 (resp. θ(N) ≥ 0).

2 Preliminaries

2.1 Three algebras arising from the McKay graph

Let Γ ⊂ GL(V ) be a finite subgroup of the general linear group for an m-dimensional C-vector
space V . Choosing a basis of V , we can write the symmetric algebra of the dual vector space V ∗

as a polynomial ring R = C[x1, . . . , xm]. The group Γ acts dually on R: for g ∈ Γ and f ∈ R,
we have (g · f)(v) = f

(
g−1v

)
for all v ∈ V . Let RΓ denote the Γ-invariant subring of R.

List the irreducible representations of Γ as {ρ0, ρ1, . . . , ρr}, where ρ0 is the trivial represen-
tation. The decomposition of R as an RΓ-module can be written [11, Proposition 4.1.15]

R ∼=
⊕
0≤i≤r

Ri ⊗C ρi,

where Ri := HomΓ(ρi, R) is an RΓ-module; note that R0 = RΓ.
From now on, let Γ ⊂ SL(2,C) be a finite subgroup acting as above on R = C[x, y]. The

McKay graph of Γ has vertex set {0, 1, . . . , r} corresponding to the irreducible representations
of Γ, where for each 0 ≤ i, j ≤ r, we have dim HomΓ(ρj , ρi ⊗ V ) edges joining vertices i and j.
McKay [18] observed that this graph is an affine Dynkin diagram of ADE type. We frame
this graph by introducing an additional vertex, denoted ∞, together with an edge joining the
vertices ∞ and 0; we refer to the resulting graph as the framed McKay graph of Γ.
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We now associate a doubled quiver to each graph. For this, consider the set of pairs Q1

comprising an edge in the framed McKay graph and an orientation of the edge. For each
a ∈ Q1, we write t(a), h(a) for the vertices at the tail and head respectively of the oriented edge,
and we write a∗ for the same edge with the opposite orientation. Define the framed McKay
quiver of Γ, denoted Q, to be the quiver with vertex set Q0 = {∞, 0, . . . , r} and arrow set Q1.
The (unframed) McKay quiver, denoted QΓ, is the complete subquiver of Q on the vertex set
{0, 1, . . . , r}. Using these quivers we define the following three algebras.

First, let CQ denote the path algebra of the framed McKay quiver Q. For i ∈ Q0, let ei ∈ CQ
denote the idempotent corresponding to the trivial path at vertex i. Let ϵ : Q1 → {±1} be any
map such that ϵ(a) ̸= ϵ(a∗) for all a ∈ Q1. The preprojective algebra of Q, denoted Π, is defined
as the quotient of CQ by the ideal〈 ∑

h(a)=i

ϵ(a)aa∗ | i ∈ Q0

〉
. (2.1)

The preprojective algebra Π does not depend on the choice of the map ϵ. For each i ∈ Q0, we
simply write ei ∈ Π for the image of the corresponding vertex idempotent.

Second, in the framed McKay quiver Q, let b∗ ∈ Q1 be the unique arrow with head at
vertex ∞. Define a C-algebra as the quotient of the preprojective algebra Π by the two-sided
ideal generated by the class of b∗:

A := Π/(b∗).

Equivalently, if we define a quiver Q∗ to have vertex set Q∗
0 = {∞, 0, 1, . . . , r} and arrow set

Q∗
1 = Q1 \ {b∗}, then A is the quotient of the path algebra CQ∗ by the ideal of relations〈 ∑

h(a)=i

ϵ(a)aa∗ | 0 ≤ i,h(a∗) ≤ r

〉
.

Third, let CQΓ denote the path algebra of the (unframed) McKay quiver QΓ. Since CQΓ

is a subalgebra of CQ, we use the same symbol ei ∈ CQΓ for the idempotent corresponding to
the trivial path at vertex i of QΓ. The preprojective algebra of QΓ, denoted B, is defined as the
quotient of CQΓ by an ideal defined similarly to that from (2.1) for the quiver QΓ.

Remark 2.1. For each vertex 0 ≤ i ≤ r we denote by ei the class in A of the idempotent at
the vertex i. Note that B is not a subalgebra of Π. On the other hand, B is isomorphic to the
subalgebra ⊕0≤i,j≤rejAei of A due to [7, Lemma 3.2], and moreover

A ∼= B ⊕Bb⊕ Ce∞. (2.2)

as complex vector spaces. In particular, the classes ei, 0 ≤ i ≤ r are also contained in B.

2.2 Morita equivalence

The skew group algebra S := R ∗ Γ = C[x, y] ∗ Γ of the finite subgroup Γ ⊂ SL(2,C) contains
the group algebra CΓ as a subalgebra. For 0 ≤ i ≤ r, choose an idempotent fi ∈ CΓ such that
CΓfi ∼= ρi.

Lemma 2.2. There is an isomorphism Sf0 ∼= R of S-RΓ-bimodules.

Proof. As in [9, Lemma 1.1], S has a basis given by all elements of the form xjykg, where
j, k ≥ 0 and g ∈ Γ. As f0 is invariant under multiplication by any g ∈ Γ, the subspace Sf0 has
a basis given by elements of the form xjykf0 for j, k ≥ 0. This gives the required isomorphism
of vector spaces which is readily seen to be an isomorphism of S-RΓ-bimodules. ■
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To recall the key result, define f = f0 + · · · + fr.

Proposition 2.3. The skew group algebra S and the preprojective algebra B are Morita equiv-
alent via an isomorphism fSf ∼= B; explicitly, the equivalence on left modules is

Φ: S -mod −→ B -mod,

M 7→ fM.

Moreover, there are C-algebra isomorphisms S ∼= EndR0

(
R) and B ∼= EndR0

(⊕
0≤i≤rRi

)
.

Proof. The Morita equivalence is a bi-product of the proof of [23, Proposition 2.13], and may
have been first stated explicitly in [9, Theorem 0.1]. The algebra isomorphism fSf ∼= B that in
particular sends fi to ei for 0 ≤ i ≤ r is described in [9, Theorem 3.4]. The description of S as
EndR0(R) follows from [1], spelled out in [17, Theorem 5.12], while the description of B follows
by applying the isomorphism fSf ∼= B; see for example Buchweitz [6]. ■

Corollary 2.4. For any 0 ≤ i ≤ r, there is an isomorphism fiSfi ∼= eiBei of C-algebras, as
well as an isomorphism Ri

∼= eiBe0 of eiBei-e0Be0-bimodules.

Proof. Apply fi to both sides of fSf while simultaneously applying ei to both sides of B;
the algebra isomorphism fSf ∼= B then restricts to the algebra isomorphism fiSfi ∼= eiBei.
For the second statement, apply ei and e0 to the left and right respectively of the isomorphism
B ∼= EndR0

(⊕
0≤i≤rRi

)
to obtain Ri

∼= HomR0(R0, Ri) ∼= eiBe0 as required. ■

We finally look at how the Morita equivalence Φ acts on dimension vectors.

Corollary 2.5. Given an S-module of the form R/J , with dimension vector
∑

0≤i≤r viρi, its

image under Φ is a B-module of the form Be0/fJ with dimension vector (vi) ∈ Zr+1.

Proof. Applying Lemma 2.2 shows that Φ sends the polynomial ring R ∼= Sf0 to fSf0 =
(fSf)f0 = Be0. It follows that for any S-submodule J ⊆ R, the quotient R/J is an S-
module whose image under Φ is Be0/fJ . Finally, Φ induces a Z-linear isomorphism between
the Grothendieck groups of the categories of finite-dimensional left modules over S and B which
we identify with the representation ring Rep(Γ) and with Zr+1 respectively. ■

3 Orbifold Quot schemes

3.1 Quot schemes for modules over associative algebras

Let H denote an arbitrary finitely generated, not necessarily commutative C-algebra, and let M
be a finitely generated left H-module. For a scheme X, we denote by HX the sheaf of OX -
algebras H ⊗ OX , where H is considered as a constant sheaf on X. Similarly, denote by MX

the sheaf of HX -modules M ⊗OX .
Consider the functor

Qn
H(M) : Schop → Sets

sending a scheme X to the set of isomorphism classes of left HX -modules Z equipped with
a surjective HX -module homomorphism MX → Z such that Z, when considered as an OX -
module, is locally free of rank n.

The following result may be known to experts, though we could not find it in the literature.

Proposition 3.1. The functor Qn
H(M) is represented by a scheme QuotnH(M) of finite type

over C.
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Proof. As H is finitely generated as a C-algebra, we can fix a surjection H+ → H with H+

a free noncommutative C-algebra on a finite number of generators. Then M is also a left H+-
module. Define J := ker

(
H+ → H

)
. Consider a left H+-module Z that is a quotient of M via

a surjective H+-module morphism M → Z.
Since any element of the two-sided ideal J of H+ acts trivially on M , and so also on quotients

of M , Z is automatically an H-module. Conversely, any quotient of M as an H-module is
automatically an H+-module. It follows that there is a canonical isomorphism of functors
Qn

H(M) = Qn
H+(M).

Thus, we may assume that H is a finitely generated and free C-algebra. Fix a left H-module
surjection ψ : Hr →M for some r. Write elements of kerψ in the form

∑
1≤k≤r wkek, where the

ek ∈ Hr are the standard module generators and wk ∈ H. For any quotient module q : M → Z,
composition with ψ presents Z as a quotient q̃ : Hr → Z, such that kerψ ⊆ ker q̃. The equations∑

1≤k≤r wkq̃(ek) = 0 give a closed condition on [q̃] ∈ QuotnH(Hr): the vanishing of a collection
of vectors in the vector space underlying Z. When trivialising the universal sheaf on some open
cover of Qn

H(Hr), these closed conditions glue together, and we see that this construction realises

Qn
H(M) ⊆ Qn

H(Hr)

as a closed subfunctor.
To conclude, it suffices to show that Qn

H(Hr) is representable for a free noncommutative
C-algebra H. This follows from [2, Theorem 2.5]; while that paper discusses the case when H
is freely generated by 3 elements, the proof generalises to finitely many generators. ■

3.2 Quot schemes for Kleinian orbifolds

Let B be the preprojective algebra of the unframed McKay quiver and R = C[x, y] as in Sec-
tion 2.1. Recall that R0 = RΓ, and that for each 0 ≤ i ≤ r, the R0-module Ri := HomΓ(ρi, R)
satisfies Ri

∼= eiBe0.
For any subset I ⊆ {0, . . . , r}, consider the idempotent eI :=

∑
i∈I ei in B, and define the

C-algebra

BI := eIBeI (3.1)

comprising linear combinations of classes of paths in QΓ whose tails and heads lie in the set I.
The process of passing from B to BI is called cornering ; see [8, Remark 3.1]. Then

RI :=
⊕
i∈I

Ri
∼= eIBe0

is naturally a finitely generated left BI -module.
For a given dimension vector nI = (ni) ∈ NI , consider the contravariant functor

QnI
BI

(RI) : Schop → Sets

sending a scheme X to the set of isomorphism classes of left BI,X -modules Z equipped with
a surjective BI,X -module homomorphism

ϕZ : RI ⊗OX → Z

such that each submodule eiZ, for i ∈ I, when considered as an OX -module, is locally free of
rank ni. Note that we can recover Z from these submodules via

Z =
⊕
i∈I

eiZ.

The next result provides the link between this functor and that introduced in Section 3.1.



Quot Schemes for Kleinian Orbifolds 7

Proposition 3.2. There is a finite decomposition

Qn
BI

(RI) =
∐
nI∑

i∈I ni=n

QnI
BI

(RI) (3.2)

into open and closed subfunctors. In particular, each functor QnI
BI

(
RI

)
is represented by a scheme

QuotnI
I

([
C2/Γ

])
of finite type over C.

Proof. The dimension vector nI = (ni) ∈ NI is locally constant in a flat family of BI -modules
of fixed rank n, with each of the entries being lower semicontinuous by the Schur lemma. So
we have a decomposition (3.2) into open and closed subfunctors. As RI is finitely generated as
a left BI -module, the functor on the left hand side of (3.2) is represented by a scheme of finite
type over C by Proposition 3.1. The last claim then follows. ■

When the index set is a singleton I = {i}, we often simply write Quotni
i

([
C2/Γ

])
for

Quot
n{i}
{i}

([
C2/Γ

])
. See Section 3.3 for a discussion of this special case.

As is common with Hilbert schemes in other contexts, we consider collections of our Quot
schemes for all possible dimension vectors. Define the orbifold Quot scheme for

[
C2/Γ

]
and for

the index set I to be

QuotI
([
C2/Γ

])
:=

∐
nI

QuotnI
I

([
C2/Γ

])
where nI = (ni)i∈I ∈ NI as before. Again, when I = {i} is a singleton, we simply write

Quoti
([
C2/Γ

])
:=

∐
ni∈N

Quotni
i

([
C2/Γ

])
.

Denote by Hilb
([
C2/Γ

])
the Hilbert scheme of Γ-invariant finite colength subschemes of C2.

As explained in more detail in [13, Section 1.1], this space decomposes as a disjoint union of
quasi-projective varieties

Hilb
([
C2/Γ

])
=

∐
v∈Nr+1

Hilbv
([
C2/Γ

])
,

where

Hilbv
(
[C2/Γ]

)
=

{
J ∈ Hilb

([
C2/Γ

])
| H0

(
OC2/J

) ∼= ⊕
i∈{0,...,r}

ρ⊕vi
i

}
.

Lemma 3.3. For I = {0, . . . , r}, there is an isomorphism

QuotI
([
C2/Γ

]) ∼= Hilb
([
C2/Γ

])
which respects the decompositions on both sides into pieces indexed by v ∈ Nr+1.

Proof. This follows from the Morita equivalence between the algebras S and B from Propo-
sition 2.3, and its amplification Corollary 2.5, together with the fact that a finite colength left
S-submodule of R = C[x, y] is nothing but a finite colength Γ-invariant ideal of C[x, y]. ■
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3.3 Quot schemes for Kleinian singularities

In this section, we discuss the relation of the construction from Section 3.2 to the more classical
(commutative) version of the Quot scheme, in the case when I = {i} is a singleton. Note that
in this case, Ri

∼= eiBe0 is both a left Bi-module and a right R0
∼= e0Be0-module.

Let Quoti
(
C2/Γ

)
be the scheme parameterising finite codimension RΓ-submodules of Ri or,

equivalently, finite colength subsheaves of the coherent sheaf on the Kleinian singularity C2/Γ
corresponding to Ri. Again, this space decomposes as

Quoti
(
C2/Γ

)
=

∐
ni∈N

Quotni
i

(
C2/Γ

)
with Quotni

i

(
C2/Γ

)
=

{
M ∈ Quoti

(
C2/Γ

)
| dimRi/M = ni

}
.

Suppose that i ∈ {0, . . . , r} satisfies dim ρi = 1. Then there is a diagram automorphism of QΓ

taking vertex i to vertex 0. Pick any such automorphism ι and let ι(0) ∈ {0, . . . , r} denote the
vertex to which the vertex 0 is mapped under this diagram automorphism. This transformation
of the diagram induces an algebra isomorphism

Bi = eiBei ∼= e0Be0 = B0.

Also, it induces a bijection between left Bi-submodules of eiBe0 and left B0-submodules of
e0Beι(0). Reversing the arrows gives an algebra automorphism B0

∼−→ B0 as well as a bijective
correspondence between left B0-submodules of e0Beι(0) and right B0-submodules of eι(0)Be0.
Putting these two correspondences together, we get a bijection between the left Bi-submodules
of Ri = eiBe0 and right B0-submodules of Rι(0) = eι(0)Be0.

Proposition 3.4. Suppose that I = {i} is a singleton such that dim ρi = 1. Let ni ∈ N be
a dimension vector for the index set {i}, and denote by nι(0) the same dimension vector for the

index set {ι(0)} with ι(0) as above. Then Quotni
i

([
C2/Γ

])
is isomorphic to Quot

nι(0)

ι(0)

(
C2/Γ

)
.

Proof. The above correspondence between left Bi-submodules of eiBe0 and right B0-submodu-
les of eι(0)Be0 is functorial and preserves the colength. By definition, the scheme Quot

nι(0)

ι(0)

(
C2/Γ

)
represents the functor that sends a scheme X to the set of isomorphism classes of right B0,X -
module quotients Rι(0),X → Z which are locally free of rank nι(0) over OX . The claim follows. ■

Remark 3.5. The assumption of Proposition 3.4 is satisfied for type Ar and any 0 ≤ i ≤ r,
type Dr and i ∈ {0, 1, r − 1, r}, E6 and i ∈ {0, 1, 6}, E7 and i ∈ {0, 7} and for E8 and i = 0.
Here we have used the Bourbaki convention [5] for enumerating the vertices.

Example 3.6. For i = 0, the assumption of Lemma 3.4 is satisfied in all types, with ι(0) = 0
also. Writing n0 = n, we obtain isomorphisms

Quotn0
0

([
C2/Γ

]) ∼= Quotn0
0

(
C2/Γ

) ∼= Hilbn
(
C2/Γ

)
.

4 Fine moduli spaces of modules

4.1 Cornering and fine moduli spaces

Let Rep(Γ) denote the representation ring of Γ. Introduce a formal symbol ρ∞ so that {ρi | i ∈
Q0} provides a Z-basis for ZQ0 ∼= Z⊕ Rep(Γ) considered as Z-modules.

Recall that A = Π/(b∗) is the quotient of the preprojective algebra of the framed McKay
quiver of Γ by the two sided ideal (b∗), where b∗ is the arrow from 0 to ∞. Let I ⊆ {0, . . . , r}
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be a non-empty subset; we work under the assumption that I ̸= ∅ for the rest of the paper.
Define the idempotent eI := e∞ +

∑
i∈I ei ∈ A. The subalgebra

AI := eIAeI (4.1)

of A comprises linear combinations of classes of paths in Q whose tails and heads lie in the set
{∞} ∪ I; this is also an instance of cornering [8, Remark 3.1].

Let nI := (ni)i∈I =
∑

i∈I niρi ∈ NI . Then (1, nI) := ρ∞ + nI ∈ N⊕NI is a dimension vector
for AI -modules, and we consider the stability condition ηI : Z⊕ ZI → Q given by

ηI(ρi) =


−
∑
j∈I

nj for i = ∞,

1 if i ∈ I.

(4.2)

It follows directly from the definition that an AI -module N of dimension vector (1, nI) is
ηI -stable if and only if there exists a surjective AI -module homomorphism AIe∞ → N . The
quiver moduli space construction of King [15, Proposition 5.3] for finite dimensional algebras
can be adapted to any algebra presented as the quotient of a finite, connected quiver by an ideal
of relations. We established in [7, Proposition 3.3] that the algebra AI has this property. The
vector (1, nI) is indivisible and ηI is a generic stability condition for AI -modules of dimension
vector (1, nI), so there is a fine moduli space MAI

(1, nI) of ηI -stable AI -modules of dimen-
sion vector (1, nI). Let TI :=

⊕
i∈{∞}∪I Ti denote the tautological vector bundle on MAI

(1, nI),
where T∞ is the trivial bundle and Ti has rank ni for i ∈ I. After multiplying ηI by a positive inte-
germ ≥ 1 if necessary, we may assume that the polarising ample line bundle LI :=

⊗
i∈I det(Ti)

m

on MAI
(1, nI) given by the GIT construction is very ample.

4.2 The Quot scheme as a fine moduli space of modules

We now establish the link between the fine moduli space MAI
(1, nI) and the orbifold Quot

scheme QuotnI
I

([
C2/Γ

])
.

For any non-empty subset I ⊆ {0, . . . , r}, consider the algebras AI and BI from (4.1) and
(3.1) respectively. In [7, Proposition 3.3], we used the isomorphism BI

∼= EndR0

(⊕
i∈I Ri

)
to

introduce quivers QI and Q∗
I and a commutative diagram of C-algebra homomorphisms

CQI CQ∗
I

BI AI ,

αI βI

where the vertical maps are surjective and the horizontal maps are injective. In particular, we
obtain quiver presentations BI

∼= CQI/ ker(αI) and AI
∼= CQ∗

I/ ker(βI). The vertex set of Q∗
I is

{∞} ∪ I, while the edge set comprises three kinds of arrows: loops at each vertex i ∈ I; arrows
between pairs of distinct vertices in I; and arrows from vertex ∞ to vertices in I. Note that QI

is the complete subquiver of Q∗
I on the vertex set I.

Lemma 4.1. Equip the vector space BI ⊕RI ⊕ Ce∞ with the following multiplication:

(b1, r1, c1e∞) · (b2, r2, c2e∞) := (b1b2, b1r2 + r1c2, c1c2e∞).

Then there is an isomorphism

AI
∼= BI ⊕RI ⊕ Ce∞

of C-algebras, where RI = eIBe0 is also a left BI-module.
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Proof. It follows from (2.2) that there is an isomorphism of vector spaces

AI
∼= (eI + e∞)(B ⊕Bb⊕ Ce∞)(eI + e∞) ∼= BI ⊕ eIBb⊕ Ce∞.

For the middle summand, consider the map of left BI -modules

RI = eIBe0 −→ eIBb (4.3)

defined on representing paths in the framed McKay quiver Q by composing with the arrow b on
the right. This map is by definition surjective. But it is also injective, as every relation in A
involving the arrow b can be factored into the product of b and a relation in B. This establishes
the isomorphism

AI
∼= BI ⊕RI ⊕ Ce∞

of vector spaces. To enhance this to an isomorphism of C-algebras, note that the algebra
structure on AI

∼= BI ⊕ eIBb⊕ Ce∞ is given by

(b1, r1b, c1e∞) · (b2, r2b, c2e∞) =
(
b1b2, b1r2b+ r1bc2e∞, c1c2e∞

)
.

Since c2 is a scalar, it commutes with b = be∞, giving b1r2b + r1bc2e∞ = (b1r2 + r1c2)b in the
middle term above. The isomorphism (4.3) allows us to drop the b from the right-hand side,
leaving the second statement as required. ■

Proposition 4.2. For any non-empty subset I ⊆ {0, . . . , r} and nI ∈ NI , there is an isomor-
phism of schemes

ωnI : QuotnI
I

([
C2/Γ

])
−→ MAI

(1, nI).

In particular, QuotnI
I

([
C2/Γ

])
is non-empty if and only if MAI

(1, nI) is non-empty.

Proof. Denote by T the tautological bundle on QuotnI
I

([
C2/Γ

])
, a family of quotient BI -

modules of RI of rank
∑

i∈I ni. Moreover, let O be the trivial bundle on QuotnI
I

([
C2/Γ

])
.

We give O ⊕ T the structure of a family of AI -modules using the decomposition from
Lemma 4.1. Indeed, the BI -module structure on T extends to a BI -module structure on O⊕T
by acting by 0 on the first summand. The summand Ce∞ acts by scaling on O and trivially
on T . Finally, as the bundle T is a quotient of the trivial family RI , any element r of the
middle summand RI ⊂ AI determines an O-module homomorphism ϕr ∈ Hom(O, T ) via the
correspondence 1 7→ [r]. As RI is a left BI -module, the C-linear correspondence r 7→ ϕr is
left BI -linear. The action of two elements (b1, r1, c1e∞), (b2, r2, c2e∞) ∈ AI on O ⊕ T therefore
composes as(

c1 0
ϕr1 b1

)
◦
(
c2 0
ϕr2 b2

)
=

(
c1c2 0

ϕr1c2 + b1ϕr2 b1b2

)
=

(
c1c2 0

ϕr1c2+b1r2 b1b2

)
.

Lemma 4.1 shows that the bundle O ⊕ T on QuotnI
I

([
C2/Γ

])
is a flat family of AI -modules

of dimension vector (1, nI). Over any closed point, the resulting AI -module is generated at ∞,
and so it is ηI -stable. The universal property of the fine moduli space MAI

(1, nI) induces the
morphism of schemes ωnI .

Conversely, applying Lemma 4.1 in the opposite direction gives that to any ηI -stable AI -
module of dimension vector (1, nI), there corresponds a cyclic BI -module of dimension vector nI .
By applying this to the family given by the tautological bundle TI on MAI

(1, nI), we see that
the universal property of the fine moduli space QuotnI

I

([
C2/Γ

])
induces the inverse of the

morphism ωnI . ■
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5 Quiver varieties for the framed McKay quiver

5.1 Variation of GIT quotient for quiver varieties

Let v := (vi)0≤i≤r ∈ Nr+1 be a dimension vector for the McKay quiver QΓ. Recall that we
identify ZQ0 ∼= Zρ∞ ⊕ Rep(Γ), so we obtain the dimension vector

(1, v) := ρ∞ +
r∑

i=0

viρi ∈ NQ0

for the framed McKay quiver Q. Write

Θv =
{
θ : ZQ0 → Q : θ

(
(1, v)

)
= 0

}
for the space of stability conditions for the the framed quiver. Following Nakajima [19, 20], for
every θ ∈ Θv, the quiver variety Mθ(1, v) is the coarse moduli space of S-equivalence classes
of θ-semistable Π-modules of dimension vector (1, v). The GIT construction of Mθ(1, v) is
summarised for example in [7, Section 2]; see also [22, Section 2]. Note in particular that we
give Mθ(1, v) the reduced scheme structure.

The set of stability conditions Θv admits a preorder ≥, and this determines a wall-and-
chamber structure, where θ, θ′ ∈ Θv lie in the relative interior of the same cone if and only if
both θ ≥ θ′ and θ′ ≥ θ hold in this preorder, in which case Mθ(1, v) ∼= Mθ′(1, v). The interiors
of the top-dimensional cones in Θv are chambers, while the codimension-one faces of the closure
of each chamber are walls. We say that θ ∈ Θv is generic with respect to v, if it lies in some
GIT chamber. The vector (1, v) is indivisible, so again, [15, Proposition 5.3] implies that for
generic θ ∈ Θv the quiver variety Mθ(1, v) is the fine moduli space of isomorphism classes of
θ-stable Π-modules of dimension vector (1, v). In this case, the universal family on Mθ(1, v)
is a tautological locally-free sheaf R := ⊕i∈Q0Ri together with a C-algebra homomorphism
φ : Π → End(R), where R∞ is the trivial bundle on Mθ(1, v) and where rank(Ri) = vj for i ≥ 0.

Lemma 5.1.

1. For all θ ∈ Θv, the scheme Mθ(1, v) is irreducible and normal, with symplectic singulari-
ties.

2. Let θ ≥ θ′. The morphism π : Mθ(1, v) → Mθ′(1, v) obtained by variation of GIT quotient
is a projective morphism of varieties over the affine quotient M0(1, v).

Proof. Part (1) is [4, Theorem 1.2, Proposition 3.21] while part (2) is well-known. ■

5.2 Wall-and-chamber structure

Define δ :=
∑

0≤i≤r dim(ρi)ρi ∈ Rep(Γ). For the dimension vector v := nδ, the GIT wall-
and-chamber structure on Θnδ is computed explicitly in [3, Theorem 4.6]. More generally, for
arbitrary v ∈ Nr+1, it is possible to compute the wall-and-chamber structure on Θv by applying
recent work of Dehority [10, Proposition 4.8]. We do not need the wall-and-chamber structure
here, but we do use the following distinguished region of the space of stability conditions:

C+
v := {θ ∈ Θv | θ(ρi) > 0 for 0 ≤ i ≤ r}.

This open cone need not be a GIT chamber, though it is always contained in one (and it is
a chamber in the special case v = nδ, see [3, Example 2.1] or [22, Section 2.8]). The next
statement, which appeared originally in [21, Section 2], illustrates the importance of C+

v .
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Proposition 5.2. For v ∈ Nr+1 and θ ∈ C+
v , there is an isomorphism

Hilbv
([
C2/Γ

]) ∼= Mθ(1, v).

Proof. In the special case v = nδ, the statement is proved in [16, Theorem 4.6]. However, the
argument given there applies for an arbitrary dimension vector v; note in particular that the
auxiliary [16, Corollary 3.5] does not need any assumption on the dimension vector (and we
have that Hilbv

([
C2/Γ

])
is non-empty if and only if Mθ(1, v) is non-empty). ■

Every face of the closed cone C+
v is of the form

σI :=
{
θ ∈ C+

v | θ(ρi) > 0 if and only if i ∈ I, and θ(ρi) = 0 otherwise
}

for some non-empty subset I ⊆ {0, . . . , r}. When v = nδ, these faces are contained in walls of
the wall-and-chamber structure on Θnδ, though this need not be the case for arbitrary v ∈ Nr+1.
In any case, the parameter

θI(ρj) :=


−
∑
i∈I

vi for j = ∞,

1 if j ∈ I,

0 if j ∈ {0, 1, . . . , r} \ I

(5.1)

lies in the relative interior of the face σI .

5.3 Resolution of singularities

Let v ∈ Nr+1 be a dimension vector and I ⊆ {0, . . . , r}. As mentioned above, the quiver variety
MθI (1, v) is singular in general for θI as defined in (5.1) above. Moreover, for θ ∈ C+

v , the
morphism

Mθ(1, v) → MθI (1, v)

obtained by variation of GIT need not be birational. It is nevertheless possible to find a resolution
of MθI (1, v) using a quiver variety if one modifies the dimension vector v:

Proposition 5.3. Let v ∈ Nr+1 and let I ⊆ {0, . . . , r} be non-empty. Assume further that
MθI (1, v) is non-empty. There exists a dimension vector ṽ ∈ Nr+1 satisfying ṽi ≤ vi for 0 ≤ i ≤ r
and ṽi = vi for i ∈ I, such that there is a projective resolution of singularities

πI : M
θ̃
(1, ṽ) → MθI (1, v),

where the stability condition θ̃ satisfies θ̃ ∈ C+
ṽ .

Proof. Following Nakajima [19, Section 6] (cf. [3, Section 3.5]), there is a finite stratification

MθI (1, v) =
∐
γ

MθI (1, v)γ

by smooth locally-closed subvarieties, where the union is over conjugacy classes of subgroups of
the reductive group applied during the GIT construction of MθI (1, v), and where the stratum
MθI (1, v)γ consists of S-equivalence classes of semistable modules with polystable representative
having stabiliser in the conjugacy class γ. Since MθI (1, v) is irreducible by Lemma 5.1, there
is a unique dense stratum and we fix a conjugacy class γ such that the dense open stratum
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in MθI (1, v) is MθI (1, v)γ . Apply [22, Proposition 2.25] to obtain a dimension vector ṽ ∈ Nr+1

as in the statement of the lemma together with an isomorphism

MθI (1, v)γ ∼= Ms
θI

(1, ṽ) × Y, (5.2)

where Ms
θI

(1, ṽ) is the fine moduli space of θI -stable Π-modules of dimension vector (1, ṽ),
and Y ⊂ M0(0, v − ṽ) is a locally-closed subvariety. Note that MθI (1, v)γ is non-empty by
assumption, hence so are Ms

θI
(1, ṽ) and Y .

We claim that Y is a closed point. Indeed, M0(0, v − ṽ) parametrises 0-polystable represen-
tations, i.e., direct sums of simple representations. The framing is 0-dimensional, and since I is
non-empty, there is at least one i such that vi = ṽi. It follows that the representations param-
eterised by Y are supported on a doubled quiver obtained from an affine ADE diagram with
at least one vertex removed. Removing a vertex from an affine ADE diagram leaves a graph
in which every connected component is a subgraph of an finite type ADE diagram. Therefore
M0(0, v− ṽ) parametrises direct sums of simple representations of preprojective algebras of dou-
bled quivers associated to finite type ADE diagrams. A simple representation of any such quiver
is one-dimensional [25, Lemma 2.2], so the only polystable representation of dimension vector
(0, v − ṽ) is necessarily of the form⊕

0≤i≤r

S
⊕(vi−ṽi)
i , (5.3)

where each Si is a vertex simple Π-module. Therefore M0(0, v − ṽ) is a closed point, and hence
so too is Y because Y ̸= ∅. Thus MθI (1, v)γ ∼= Ms

θI
(1, ṽ).

For θ̃ ∈ C+
ṽ , we claim that the desired morphism πI : M

θ̃
(1, ṽ) → MθI (1, v) is induced by

sending each θ̃-stable Π-module V of dimension vector (1, ṽ) to

πI(V ) := V ⊕
⊕
0≤i≤r

S
⊕(vi−ṽi)
i .

Indeed, if µ̃ and µ denote the moment maps for the actions of Gṽ :=
∏

0≤i≤r GL(ṽi) and Gv :=∏
0≤i≤r GL(vi) on the representation spaces of Π-modules of dimension vectors (1, ṽ) and (1, v)

respectively, then the above assignment induces an inclusion µ̃−1(0) ↪→ µ−1(0) that is equivariant
with respect to the actions of Gṽ and Gv on µ̃−1(0) and µ−1(0) respectively. Any submodule

of πI(V ) is W ⊕W ′ for submodules W ⊆ V and W ′ ⊆
⊕

0≤i≤r S
⊕(vi−ṽi)
i , and we have θI(W ⊕

W ′) = θI(W ) ≥ 0. Thus, the image of the θ̃-stable locus of µ̃−1(0) lies in the θI -semistable locus
of µ−1(0), and this inclusion induces the morphism πI as claimed.

It remains to establish the properties of πI . Adapting the proof from [4, Lemma 2.4] shows
that πI is a projective morphism, while [4, Theorem 1.15] gives that M

θ̃
(1, ṽ) is non-singular

as θ̃ is generic. Our explicit description of πI shows that it factors via the morphism

M
θ̃
(1, ṽ) → MθI (1, ṽ)

obtained by variation of GIT quotient. This morphism is birational by [22, Lemma 2.12]. To see
that the induced morphism MθI (1, ṽ) → MθI (1, v) is also birational, notice that its restriction
to the (open dense) stable locus Ms

θI
(1, ṽ) simply adds the summand (5.3) to each representative

Π-module, so it agrees with the isomorphism from (5.2) above. Thus, the image of Ms
θI

(1, ṽ)
under this induced morphism is MθI (1, v)γ which is dense in MθI (1, v) by our choice of γ. This
completes the proof. ■

Recall that MθI (1, v) is a coarse moduli space of θI -polystable modules up to isomorphism
[22, Proposition 2.9(2)], and that every θI -polystable module has a unique summand that has
dimension 1 at the vertex ∞.
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Lemma 5.4. Let M be a θI-polystable representative for an arbitrary class [M ] ∈ MθI (1, v),
and let M∞ be the unique summand that has dimension 1 at the vertex ∞. Then

dimi M∞ ≤ ṽi

for 0 ≤ i ≤ r where ṽ is as in Proposition 5.3.

Proof. The morphism πI from Proposition 5.3 is surjective, because quiver varieties are ir-
reducible and πI is both proper and birational. Therefore [M ] = [πI(V )] for some θ̃-stable
Π-module V of dimension vector (1, ṽ). Each vertex simple Si arising as a summand of πI(V )
has dimension 0 at the vertex ∞, so we must have M∞ ⊆ V . This implies the lemma. ■

Suppose now that MθI (1, v) is non-empty, and apply Proposition 5.3 to obtain ṽ ≤ v and
a resolution of singularities πI : M

θ̃
(1, ṽ) → MθI (1, v) for θ ∈ C+

ṽ . For any θ′ ∈ Θṽ, there is

a line bundle LC+
ṽ

(θ′) :=
⊗

0≤i≤r det(Ri)
θ′i on Mθ̃(1, ṽ). The line bundle LI := LC+

ṽ
(θI) plays

an important role in what follows.

Lemma 5.5. Let θ ∈ C+
ṽ , Then

1) for each θ′ ∈ C+
ṽ the line bundle LC+

ṽ
(θ′) on Mθ̃(1, ṽ) is globally generated;

2) for any I ⊆ {0, . . . , r}, after multiplying θI by a positive integer if necessary, the mor-
phism to the linear series of LI decomposes as the composition of the morphism πI from
Proposition 5.3 and a closed immersion:

Mθ̃(1, ṽ) |LI |.

MθI (1, v)

πI

φ|LI |

Proof. Since θ ∈ C+
ṽ , the tautological bundles Ri on the quiver variety Mθ̃(1, ṽ) are globally

generated for i ∈ Q0 by [8, Corollary 2.4]. Therefore, LC+
ṽ

(θ′) is globally generated as θ′i ≥ 0 for

all 0 ≤ i ≤ r. In particular, since θI ∈ C+
ṽ , the rational map φ|LI | is defined everywhere.

For (2), after taking a positive multiple of θI if necessary, we may assume that the polarising
ample line bundle L′

I on MθI (1, v) is very ample. Our explicit construction of πI from the proof
of Proposition 5.3 implies that the Gv-equivariant line bundle on µ−1(0) determined by the
character associated to θI restricts under the inclusion µ̃−1(0) ↪→ µ−1(0) to the Gṽ-equivariant
line bundle on µ̃−1(0) determined by the character associated to θI . Thus, after descent, we
obtain π∗I (L′

I) = LI as required.
If φ|L′

I | : MθI (1, v) → |L′
I | is the closed immersion, then

(φ|L′
I | ◦ πI)∗(O|L′

I |(1)) = π∗I (L′
I) = LI = φ∗

|LI |
(
O|LI |(1)

)
on Mθ̃(1, ṽ). The morphism to a complete linear series of a specific line bundle is unique up
to an automorphism of the linear series [14, Chapter II, Theorem 7.1]. Thus, after a change of
basis on H0(L′

I) if necessary, we have φ|LI | = φ|L′
I | ◦ πI as required. ■

6 Quiver varieties and moduli spaces for cornered algebras

6.1 The key commutative diagram

Once and for all, fix a non-empty I ⊆ {0, 1, . . . , r} and a dimension vector nI = (ni)i∈I ∈ NI .
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Proposition 6.1. Let v = (vj)0≤j≤r ∈ Nr+1 be any vector satisfying vi = ni for all i ∈ I.
Suppose that MθI (1, v) is non-empty, and define ṽ as in Proposition 5.3. Then ṽ satisfies
ṽi = ni for i ∈ I, and there is a commutative diagram

M
θ̃
(1, ṽ)

MθI (1, v) MAI
(1, nI)

πI τI

ιI

of schemes over C for any θ̃ ∈ C+
ṽ , where πI is surjective and where ιI is a closed immersion.

In particular, the fine moduli space MAI
(1, nI) is non-empty.

Proof. The fact that ṽi = ni for all i ∈ I is immediate from Proposition 5.3. We now construct
a commutative diagram

M
θ̃
(1, ṽ)

MθI (1, v) MAI
(1, nI)

|LI |

πI τI

φ|LI |

σI

φI

of schemes over C, where both morphisms drawn diagonally in the bottom half of the diagram
are closed immersions. Commutativity of the triangle on the left is given by Lemma 5.5, while
surjectivity of πI is established in the proof of Lemma 5.4.

The isomorphism Hilbṽ
([
C2/Γ

]) ∼= Mθ(1, ṽ) from Proposition 5.2 allows us to apply the
proof of [7, Lemma 3.1], using ṽ in place of nδ throughout, to conclude that Mθ̃(1, ṽ) may be
regarded as a fine moduli space of A-modules. Applying the proof of [7, Lemma 4.1], with ṽi
replacing ndim ρi for all i ∈ I, gives the universal morphism τI .

For commutativity of the right-hand triangle, recall that the polarising line bundle LI on
MAI

(1, nI) is very ample. As pullback commutes with tensor operations on the Ti, the isomor-
phisms τ∗I (Ti) ∼= Ri for i ∈ {∞} ∪ I from ibid. imply that LI = τ∗I (LI). If φ|LI | : MAI

(1, nI) →
|LI | is the closed immersion for LI , then

(φ|LI | ◦ τI)∗(O|LI |(1)) = τ∗I (LI) = LI = φ∗
|LI |

(
O|LI |(1)

)
on Mθ(1, v). Now, just as in the proof of Lemma 5.5, we deduce φ|LI | = φ|LI | ◦ τI , so the
right-hand triangle commutes and hence so does the diagram.

It remains to construct the closed immersion ιI . Commutativity of the diagram, combined
with surjectivity of πI , shows that MθI (1, v) is isomorphic to the closed subscheme Im(σI) =
Im(σI◦πI) = Im(φI◦τI) of |LI |. The closed immersion φI induces an isomorphism λI : Im(φI) →
MAI

(1, nI) and hence we obtain a closed immersion

ιI := λI ◦ σI : MθI (1, v) → MAI
(1, nI).

Since MθI (1, v) is non-empty by assumption, it follows that MAI
(1, nI) is non-empty. ■

6.2 Selecting a suitable dimension vector

We don’t yet know whether the morphism τI from the key commutative diagram from Proposi-
tion 6.1 is surjective. We now introduce a collection of dimension vectors that will allow us to
establish surjectivity.

For any vector v ∈ Nr+1, it is convenient to write v∞ := 1, so that the dimension vector (1, v)
has components vi for all i ∈ Q0.
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Lemma 6.2. Let v = (vj)0≤j≤r ∈ Nr+1 satisfy vi = ni for all i ∈ I. Let V be a θI-stable
A-module of dimension vector (1, v). Then 2vk ≤

∑
{e∈Q1|t(e)=k} vh(e) for all k /∈ {∞} ∪ I.

Proof. Fix k /∈ {∞} ∪ I and define

V⊕ :=
⊕
e∈Q1,
t(e)=k

Vh(e).

The maps in V determined by arrows with head and tail at vertex k combine to define maps
f : Vk → V⊕ and g : V⊕ → Vk satisfying g ◦ f = 0. The same proof as in [7, Proposition A.2]
implies that the complex

0 −→ Vk
f−→ V⊕

g−→ Vk −→ 0

has nonzero homology only at V⊕, so dimV⊕ ≥ 2 dimVk. This proves the claim. ■

For our chosen vector nI = (ni)i∈I ∈ NI , define

V(nI) :=

(1, v) ∈ Nr+2 | vi = ni for i ∈ I and 2vk ≥
∑

{e∈Q1|t(e)=k}

vh(e) for k ̸∈ {∞} ∪ I


(recall that v∞ = 1). Before we prove that this set is non-empty, recall from McKay [18] that
for each vertex 0 ≤ k ≤ r in the McKay quiver, we have

2 dim(ρk) =
∑

{e∈Q∗
1|t(e)=k}

dim(ρh(e)). (6.1)

Recall also that Q1 = {b∗} ∪Q∗
1, so the indexing set in the sum from (6.1) differs from the set

{e ∈ Q1 | t(e) = 0} only for k = 0.

Example 6.3. If there exists n > 0 such that ni = n dim ρi for all i ∈ I, then equation (6.1)
shows that the vector (1, v) with vk = n dim(ρk) for all 0 ≤ k ≤ r lies in V(nI). This class of
dimension vectors appears in [7].

Lemma 6.4. For any v ∈ Nr+1 satisfying vi = ni for all i ∈ I, there exists (1, v′) ∈ V(nI) such
that v′ − v ≥ 0.

Proof. Write K := {0, 1, . . . , r} \ I. Set v′∞ = 1 and v′i = ni for i ∈ I. Our goal is to define
v′k ∈ N for each k ∈ K such that v′k ≥ vk and the inequality

2v′k ≥
∑

{e∈Q1|t(e)=k}

v′h(e) (6.2)

holds for all k ∈ K.
For this, define a subset K ′ ⊆ K as follows. If 0 ∈ I, then set K ′ = ∅. Otherwise, we have

0 ∈ K. In this case, choose any shortest path γ in the McKay graph starting at vertex 0 and
ending at some vertex i ∈ I. The set K ′ of vertices through which γ passes satisfies K ′ ⊆ K\{0}.
Now, fix N ≫ 0 and for each k ∈ K ′, let dk denote the distance in the graph from 0 to k. For
k ∈ K, define

v′k =

{
N dim(ρk) − dk if k ∈ K ′,

N dim(ρk) otherwise.

Since N ≫ 0, we have v′k ≥ vk for all k ∈ K. Also, for all k ∈ K and i ∈ I, we have v′k ≫ v′i.
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It remains to establish the inequality (6.2) for all k ∈ K. To do this, consider three cases,
depending on whether k ∈ K ′ and whether k = 0.

First, suppose k ∈ K ′. If there is a vertex j ∈ I that lies adjacent to k, then (6.2) follows by
combining (6.1) with the inequality v′k ≫ v′j . Otherwise, precisely two vertices adjacent to k lie
in {0} ∪K ′, while every other vertex adjacent to k lies in K. Then

2v′k = 2(N dim(ρk) − dk) = −(dk − 1) − (dk + 1) +
∑

{e∈Q∗
1|t(e)=k}

N dim(ρh(e))

=
∑

{e∈Q∗
1|t(e)=k}

v′h(e),

so (6.2) holds because k ̸= 0.
Next, suppose k ∈ K \K ′ with k ̸= 0. Then each vertex j adjacent to k lies in {0, 1, . . . , r}

and satisfies N dim(ρj) ≥ v′j . Combine these inequalities with (6.1) to obtain

2v′k = 2N dim(ρk) =
∑

{e∈Q∗
1|t(e)=k}

N dim(ρh(e)) ≥
∑

{e∈Q∗
1|t(e)=k}

v′h(e).

This establishes the inequality (6.2) since k ̸= 0.
Finally, the only remaining case is when k = 0 ∈ K. If there is a vertex j ∈ I that lies

adjacent to 0, then (6.2) follows by combining (6.1) with the inequality v′0 ≫ v′j and v′∞ = 1.
Otherwise, we have 0 ∈ K and one vertex of K ′ lies adjacent to 0, giving

2v′0 = 2N = v′∞ + (−1) +
∑

{e∈Q∗
1|t(e)=0}

N dim(ρh(e)) = v′∞ +
∑

{e∈Q∗
1|t(e)=0}

v′h(e).

The quiver Q1 has a unique arrow with tail at 0 and head at ∞, so (6.2) holds for k = 0 if
0 ∈ K. This completes the proof. ■

Corollary 6.5. Let v ∈ Nr+1 satisfy vi = ni for all i ∈ I. If MθI (1, v) is non-empty, then there
exists (1, v′) ∈ V(nI) such that v′ − v ≥ 0 and MθI (1, v′) is non-empty.

Proof. Lemma 6.4 determines a vector (1, v′) ∈ V(nI) such that v′k − vk ≥ 0 for all k ∈
K := {0, 1, . . . , r} \ I. Take any θI -semistable A-module M of dimension vector (1, v), and let
Sk := Cek denote the vertex simple A-module at vertex k ∈ K. The A-module

M := M ⊕
⊕
k∈K

S
⊕(v′k−vk)

k

is θI -semistable of dimension vector (1, v′) by construction. ■

6.3 Quiver varieties as fine moduli spaces

As before, nI = (ni) ∈ NI is a dimension vector and ηI : Z ⊕ ZI → Q is the stability condition
for AI -modules of dimension vector (1, nI) defined in (4.2). Let v = (vj)0≤j≤r ∈ Nr+1 be
a dimension vector satisfying vi = ni for all i ∈ I, and let θI ∈ Θv be the stability condition for
A-modules defined in (5.1).

We now use Corollary 6.5 to strengthen the statement of Proposition 6.1. Before stating
the desired result, recall the idempotent eI = e∞ +

∑
i∈I ei ∈ A and the algebra AI = eIAeI .

Consider the functors

A -mod AI -mod

j∗I

jI!
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defined by j∗I (−) := eIA ⊗A (−) and jI!(−) := AeI ⊗AI
(−). These are two of the six functors

in a recollement of the module category A -mod [8, Section 3]. In particular, j∗I is exact, j∗I jI!
is the identity functor, and for any AI -module N , the A-module jI!(N) provides the maximal
extension by A/(AeIA)-modules.

Lemma 6.6. Let N be an ηI-stable AI-module of dimension vector (1, nI). Then jI!(N) is
a θI-semistable A-module of finite dimension satisfying dimi jI!(N) = dimiN for i ∈ {∞} ∪ I.

Proof. The proofs of [7, Lemma 4.4 and Lemma 4.5] do not rely on the choice of dimension
vector, so they apply equally well for the vector (1, nI). ■

This gives the following partial converse to the Proposition 6.1.

Corollary 6.7. Suppose that MAI
(1, nI) is non-empty. There exists v ∈ Nr+1 satisfying vi = ni

for all i ∈ I such that MθI (1, v) is non-empty.

Proof. Let N denote an ηI -stable AI -module of dimension vector (1, nI). Lemma 6.6 shows
that jI!(N) is a θI -semistable A-module of dimension vector (1, v), where v ∈ Nr+1 satisfies
vi = ni for all i ∈ I. In particular, MθI (1, v) ̸= ∅. ■

Lemma 6.8. Let N be an ηI-stable AI-module of dimension vector (1, nI) and let (1, v) ∈ V(nI)
be any vector such that MθI (1, v) is non-empty. Choose ṽ as in Proposition 5.3. Then there
exists a θI-semistable A-module M such that j∗IM

∼= N with dim∞M = 1, dimiM = ni for all
i ∈ I and dimkM ≤ ṽk for all k ∈ K := {0, 1, . . . , r} \ I.

Proof. Lemma 6.6 shows that jI!(N) is θI -semistable. If dimi jI!(N) ≤ ṽi for i ̸∈ {∞}∪ I, then
M := jI!(N) is the required A-module because j∗I jI! is the identity. Otherwise, consider the θI -
polystable module

⊕
λMλ that is S-equivalent to jI!(N). Let Mλ∞ denote the unique summand

satisfying dim∞Mλ∞ = 1. By Lemma 6.6, we have dimi j!(N) = ni, so dimiMλ∞ ≤ ni. If
dimiMλ∞ < ni for some i ∈ I, we would have θI(Mλ∞) < 0, contradicting the θI -stability
of Mλ∞ . It follows that dimiMλ∞ = ni for all i ∈ I, and hence dimiMλ = 0 for all λ ̸= λ∞ and
all i ∈ {∞} ∪ I. For each index λ and all i ∈ {∞} ∪ I, we have

dimi j
∗
IMλ = dim ei

(
eIA⊗A (Mλ)

)
= dim eiA⊗A Mλ = dimiMλ,

so dimi j
∗
IMλ = 0 for all λ ̸= λ∞ and i ∈ {∞} ∪ I, and hence j∗IMλ = 0 for λ ̸= λ∞.

We claim that j∗IMλ∞ is isomorphic to N . Indeed, the A-module jI!(N) is θI -semistable
by Lemma 6.6, and the θI -stable A-modules Mλ are the factors in the composition series
of jI!(N) in the category of θI -semistable A-modules. It follows from exactness of j∗I that
the AI -modules j∗IMλ are the factors in the composition series of j∗I jI!(N) ∼= N in the category
of ηI -semistable AI -modules. But j∗IMλ = 0 for λ ̸= λ∞, so the only nonzero factor of the
composition series is j∗IMλ∞ . It follows that j∗IMλ∞

∼= N , because the factor j∗IMλ∞ can only
appear once in the composition series.

We established above that dim∞Mλ∞ = 1 and dimiMλ∞ = ni for all i ∈ I. Thus, to show
that Mλ∞ is the required A-module, it remains to check that

dimkMλ∞ ≤ ṽk

for k ∈ K = {0, 1, . . . , r} \ I. To simplify notation, write (1, w) := dimMλ∞ for some w ∈ Nr+1.
We first establish the weaker inequality w ≤ v (recall that ṽ ≤ v by Proposition 5.3). Combine
the inequalities on the components of v coming from the assumption (1, v) ∈ V(nI), together with
the inequalities on the components of (1, w) obtained by applying Lemma 6.2 to the θI -stable
AI -module Mλ∞ , to obtain the inequality

2(v − w)k ≥
∑

{e∈Q1|t(e)=k}

(v − w)h(e) (6.3)
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for all k ∈ K := {0, . . . , r} \ I. The vertex set K, together with all edges of the ADE Dynkin
diagram joining two vertices from K, is a disjoint union of simply laced Dynkin diagrams.
Let Λ be one of these subdiagrams, and let C be its Cartan matrix. It follows from (6.3)
that C(v − w)|Λ ≥ 0. But the matrix C−1 only has nonnegative entries (see, for example, [24,
equations (1.157)–(1.158)]), so (v − w)|Λ = C−1C(v − w)|Λ ≥ 0. Combining these inequalities
for every such subdiagram Λ with the equalities wi = vi for i ∈ {∞}∪I gives v ≥ w. This shows
that vk − wk ≥ 0 for all k ∈ K. Let Sk := Cek denote the vertex simple A-module at vertex
k ∈ K. The A-module

M := Mλ∞ ⊕
⊕
k∈K

S
⊕(vk−wk)
k

is θI -semistable of dimension vector (1, v) by construction. As Mλ∞ is the unique summand of
M with dimension 1 at the vertex ∞, we have w ≤ ṽ by Lemma 5.4. ■

Theorem 6.9. Let v = (vj)0≤j≤r ∈ Nr+1 be any vector satisfying vi = ni for all i ∈ I. Suppose

that MθI (1, v) is non-empty. For the vector (1, v′) ∈ V(nI) from Corollary 6.5, choose a vector ṽ′

as in Proposition 5.3. Then there is a commutative diagram

M
θ̃

(
1, ṽ′

)
MθI (1, v′) MAI

(1, nI)

πI τI

ιI

(6.4)

of schemes over C, where ιI is an isomorphism of the underlying reduced schemes. Thus,
MAI

(1, nI) is non-empty, irreducible, and its underlying reduced scheme is normal and has
symplectic singularities.

Proof. Note first that MθI (1, v′) is non-empty by Corollary 6.5, so we may indeed apply Propo-

sition 5.3 to obtain the vector ṽ′. The diagram from Proposition 6.1 now takes the form as shown
in (6.4). To prove that ιI is an isomorphism of the underlying reduced schemes, it suffices to
show that ιI is surjective on closed points. The diagram commutes, πI is surjective and ιI is
a closed immersion, so it suffices to show that τI is surjective on closed points. Consider a closed
point [N ] ∈ MAI

(1, nI), where N is an ηI -stable AI -module of dimension vector (1, nI). Let M
be the θI -semistable A-module from Lemma 6.8. Since

mk := v′k − dimkM ≥ ṽ′k − dimkM ≥ 0

for all k ∈ K = {0, 1, . . . , r} \ I by Proposition 5.3 and Lemma 6.8, we may once again define

M := M ⊕
⊕
k∈K

S⊕mk
k ,

where Sk is the vertex simple A-module at vertex k ∈ K = {0, . . . , r} ∪ I. The A-module M is
θI -semistable of dimension vector (1, v′) by construction, and it satisfies j∗I (M) = j∗I (M) = N .

Write [M ] ∈ MθI (1, v′) for the corresponding closed point, and let M̃ be any θ̃-stable A-module

of dimension vector
(
1, ṽ′

)
such that the closed point [M̃ ] ∈ M

θ̃

(
1, ṽ′

)
satisfies πI([M̃ ]) = [M ] ∈

MθI (1, v′). Then j∗I (M̃) = j∗I (M) = N , hence τI([M̃ ]) = [N ]. The final statement of the
proposition follows from Lemma 5.1 and Proposition 6.1. ■

Corollary 6.10. Let I ⊆ {0, . . . , r} be a non-empty subset and let nI ∈ NI . Then

MAI
(1, nI) ̸= ∅ ⇐⇒ MθI (1, v) ̸= ∅ for some v ∈ Nr+1 satisfying vi = ni for i ∈ I.
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Proof. If MAI
(1, nI) ̸= ∅, then Corollary 6.5 gives a vector v ∈ Nr+1 satisfying vi = ni for

i ∈ I such that MθI (1, v) ̸= ∅. The converse is immediate from Proposition 6.1. ■

Finally, we prove the results announced in Section 1.

Proof of Theorem 1.1. The isomorphism in (1), including the case when either space is
empty, follows from Proposition 4.2. The isomorphism in (2) is proved in Proposition 3.4.
Statement (3) follows by combining Corollary 6.10 and Theorem 6.9. The final statement of
Theorem 1.1 now follows from [4, Theorem 1.5]. ■
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[13] Gyenge Á., Némethi A., Szendrői B., Euler characteristics of Hilbert schemes of points on simple surface
singularities, Eur. J. Math. 4 (2018), 439–524, arXiv:1512.06848.

[14] Hartshorne R., Algebraic geometry, Graduate Texts in Mathematics, Vol. 52, Springer-Verlag, New York –
Heidelberg, 1977.

[15] King A.D., Moduli of representations of finite-dimensional algebras, Quart. J. Math. Oxford 45 (1994),
515–530.

https://doi.org/10.2307/2372807
https://arxiv.org/abs/1811.09859
https://doi.org/10.1007/s00222-020-00972-9
https://arxiv.org/abs/1811.09979
https://doi.org/10.1007/s00029-021-00647-0
https://arxiv.org/abs/1602.00164
https://doi.org/10.1007/978-3-540-89394-3
https://publications.mfo.de/handle/mfo/475
https://publications.mfo.de/handle/mfo/475
https://doi.org/10.14231/AG-2021-021
https://arxiv.org/abs/1910.13420
https://doi.org/10.1007/s00209-017-1965-1
https://arxiv.org/abs/1701.01679
https://doi.org/10.1215/S0012-7094-98-09218-3
https://arxiv.org/abs/2007.04953
https://doi.org/10.1007/978-0-387-79852-3
https://doi.org/10.1093/imrn/rnw139
https://arxiv.org/abs/1512.06844
https://doi.org/10.1007/s40879-018-0222-4
https://arxiv.org/abs/1512.06848
https://doi.org/10.1007/978-1-4757-3849-0
https://doi.org/10.1093/qmath/45.4.515


Quot Schemes for Kleinian Orbifolds 21

[16] Kuznetsov A., Quiver varieties and Hilbert schemes, Mosc. Math. J. 7 (2007), 673–697,
arXiv:math.AG/0111092.

[17] Leuschke G.J., Wiegand R., Cohen–Macaulay representations, Mathematical Surveys and Monographs,
Vol. 181, Amer. Math. Soc., Providence, RI, 2012.

[18] McKay J., Graphs, singularities, and finite groups, in The Santa Cruz Conference on Finite Groups (Univ.
California, Santa Cruz, Calif., 1979), Proc. Sympos. Pure Math., Vol. 37, Amer. Math. Soc., Providence,
R.I., 1980, 183–186.

[19] Nakajima H., Instantons on ALE spaces, quiver varieties, and Kac–Moody algebras, Duke Math. J. 76
(1994), 365–416.

[20] Nakajima H., Quiver varieties and Kac–Moody algebras, Duke Math. J. 91 (1998), 515–560.

[21] Nakajima H., Geometric construction of representations of affine algebras, in Proceedings of the International
Congress of Mathematicians, Vol. I (Beijing, 2002), Higher Ed. Press, Beijing, 2002, 423–438.

[22] Nakajima H., Quiver varieties and branching, SIGMA 5 (2009), 003, 37 pages, arXiv:0809.2605.

[23] Reiten I., Van den Bergh M., Two-dimensional tame and maximal orders of finite representation type, Mem.
Amer. Math. Soc. 80 (1989), viii+72 pages.

[24] Rosenfeld B., Geometry of Lie groups, Mathematics and its Applications, Vol. 393, Kluwer Academic Pub-
lishers Group, Dordrecht, 1997.

[25] Savage A., Tingley P., Quiver Grassmannians, quiver varieties and the preprojective algebra, Pacific J.
Math. 251 (2011), 393–429, arXiv:0909.3746.

https://doi.org/10.17323/1609-4514-2007-7-4-673-697
https://arxiv.org/abs/math.AG/0111092
https://doi.org/10.1090/surv/181
https://doi.org/10.1215/S0012-7094-94-07613-8
https://doi.org/10.1215/S0012-7094-98-09120-7
https://doi.org/10.3842/SIGMA.2009.003
https://arxiv.org/abs/0809.2605
https://doi.org/10.1090/memo/0408
https://doi.org/10.1090/memo/0408
https://doi.org/10.1007/978-1-4757-5325-7
https://doi.org/10.1007/978-1-4757-5325-7
https://doi.org/10.2140/pjm.2011.251.393
https://doi.org/10.2140/pjm.2011.251.393
https://arxiv.org/abs/0909.3746

	1 Introduction
	2 Preliminaries
	2.1 Three algebras arising from the McKay graph
	2.2 Morita equivalence

	3 Orbifold Quot schemes
	3.1 Quot schemes for modules over associative algebras
	3.2 Quot schemes for Kleinian orbifolds
	3.3 Quot schemes for Kleinian singularities

	4 Fine moduli spaces of modules
	4.1 Cornering and fine moduli spaces
	4.2 The Quot scheme as a fine moduli space of modules

	5 Quiver varieties for the framed McKay quiver
	5.1 Variation of GIT quotient for quiver varieties
	5.2 Wall-and-chamber structure
	5.3 Resolution of singularities

	6 Quiver varieties and moduli spaces for cornered algebras
	6.1 The key commutative diagram
	6.2 Selecting a suitable dimension vector
	6.3 Quiver varieties as fine moduli spaces

	References

